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Abstract— In the orthophoto processing one of the key steps
is the aerial triangulation during which the external orientation 
coefficients of the photographs are determined by adjustment.
In order to be able to do this with sufficient accuracy, in addition 
to knowing the internal orientation elements of the cameras, we 
need the eccentricity vectors of the GNSS antennas, IMU and 
sensors determined in relation to each other, i.e. the lever arms. 
Characteristic points of the airplane and the installed 
instruments are measured using engineering geodesic method, 
while vectors are traditionally determined using a geometric 
technique.

In this paper we will present an algorithm which uses an 
analytical geometric approach for much quicker and more 
precise results.

Keywords— lever arm, programming, analytical geometry, 
photogrammetry

I. INTRODUCTION

Remote sensing is used for data collection when we cannot 
or do not want to work directly in the area to be surveyed. In 
order for a large part of the field measurements to be 
substituted, it is important that the accuracy of the remotely 
sensed data does not fall short of that available with field data 
collection procedures. To fulfill this aspect, our remotely 
sensed data must meet several criteria. For example, they are 
suitable if the followings are known:

- ground sample distance (GSD)

- depending on the final product, image overlap relative 
to each other

- sensor parameters known with sufficient accuracy

- coordinates of data collection locations determined 
with high precision and the spatial angle of the 
collected data in some known projection system, and 
designated direction

- and, of course, the appropriate data collecting
conditions

If we are talking about photo-based aerial remote sensing, 
then we can ensure the desired field resolution by knowing the 
parameters of the measuring camera (internal orientation 
elements: pixel size, sensor size, focal length, principal point

coordinates, distortions parameters), based on a topography 
model, and calculating the appropriate flight height.

Some of the required camera parameters (pixel size in 
millimeters, sensor size, nominal focal length) are determined 
by the camera and lens type, while the rest (principal point 
coordinates, actual focal length, distortions parameters) 
require camera calibration.

To plan data collection with the required overlap, in 
addition to the method of use of the final product (e.g.: 
orthophoto, true ortho), which determines the amount of 
overlap to be used, we also need the calibrated parameters of 
the camera sensor and the previously calculated flight height.

Adequate data acquisition conditions can be achieved if a 
sensor suitable for the purpose is used under ideal 
environmental conditions (weather, time of day).

Knowing the data collection locations is important 
because in photogrammetry - or in any remote sensing 
procedure - the basic task is to be able to produce field 
coordinates from the image coordinates of recordings, thus 
making it possible to carry out measurements on them. To do 
this, we need to determine exactly where the projection center 
of the camera was located in space (interpreted in a given 
projection) at the time of recording. If we also know the 
orientation of the image plane, then we know all the external 

coordinate calculations from pixel coordinates.

The problem with the above point is that the external 
orientation elements can only be determined indirectly, with 
separate sensors (GPS, IMU), not directly in the projection 
center or in the image plane, so the measured values are 
always burdened by eccentricity. For smaller, more compact 
systems, such as UAV survey systems, these eccentricity 
vectors are defined and published by the manufacturer, but for 
large-scale aerial photography, especially if the sensor 
configuration changes frequently, they need to be determined 
and checked regularly.

In this study, the authors present the traditional, geometric 
way of determining the eccentricity vectors, as well as the 
developed algorithm, which automatically enables the 
calculation of these vectors using an analytical method.



II. LEVER ARM MEASUREMENT

We can perform the measurement when the sensors are 
installed in the aircraft. The measurement is carried out using 
an engineering geodesic method, typically with a total station. 
In order for the eccentricity vectors and the rotation angles to 
be properly interpreted, in addition to the sensors, a reference 
plane and a reference direction must also be measured. In our 
case, the reference plane was the base plate holding the 
sensors, while the direction was the longitudinal axis of the 
fuselage. Overall, the following points are measured:

- base plate flat, with three points (bore holes A, B, C)
(Figure 1)

- plane longitudinal axis, with two points (t1, t2)
(Figure 2)

- inertial measurement unit, depending on the type, with 
one or two points (IMU) (Figure 3)

- camera (fixing frame), with two points (cph1, cph2)
(Figure 4)

- hyperspectral camera, with two points (hs1, hs2)
(Figure 5)

- two GPS antennas, with one point each (ant1, ant2)
(Figure 6)

During the measurement, we stand next to the plane with 
the instrument in such a way that both the outer and inner 
points are visible at the same time, in five rounds it takes 
place in one face, using a propped-up miniprism, with a 300 
mm extension rod at some points if necessary.

1. Figure Points on plate,
boreholes: point A, B and C

3. Figure Point on IMU

2. Figure Points on plane,
endpoints of axis line

5. Figure Points on Hyper

4. Figure Points of camera

6. Figure Points of the antennas



III. PROCESSING WITH TRADITIONAL, GEOMETRIC METHOD

We start the processing by averaging the five-round 
measurement. Thus, if at any point we experience an error in 
the measurement results, we have the option to remove such 
values.

The coordinate list obtained in this way is imported point 
by point into AutoCAD, then for easier work we also place 
labels next to the points with point numbers and then group 
them by using layer allocation.

By connecting the points of the plane, we create a plate, 
then we also connect the axis points so that we can use them 
as a reference line.

We create a user coordinate system by shifting so that the 
XY plane contains the plane of the base plate, and the origin 
coincides with one of the measured bore holes (e.g., point A).

After that, the axis-line is moved with its midpoint to the 
origin, then its start and end points are rotated to the XY plane 
by zeroing the Z coordinates.

In the next step, we rotate the +X axis in the direction of 
the aircraft axis so that it faces the propeller.

Using the measured IMU points and the available 
technical drawings, we draw the reference point of the IMU, 
to which we move the origin using a repeated coordinate 
system shift.

In this final, directional reference system, based on the 
sensor points, using the dimensions of blueprints and 3D 
models, we determine the position of the camera focal points 

and the center of mass of the hyperspectral camera with 
various editing steps.

As a final step, the X, Y, Z coordinates of the transformed 
points are manually read point by point and recorded in a 
coordinate list, which can be used to perform the trajectory 
processing.

IV. PROCESSING USING ANALYTICAL METHOD

It can be seen from the previous chapter that the geometric 
method can be quite time-consuming and, because of its 
nature, is not necessarily the most accurate due to rounding 
and certain simplifications (e.g. we assume that the axes of 
the cameras are parallel to the axes of the transformed 
coordinate system).

It can also be observed that the whole process consists of 
displacements and rotations that can be combined into a 3D 
Helmert transformation (without scaling), and some edits that 
can be converted into polar point calculations and rotations.

Taking these into account, the algorithm is built from the 
following analytical geometric calculations:

The plane normal of the base plate are calculated from the 
coordinates of point A, B and C, (situated on the base plate)
using the difference vectors of the position vectors of these 
points

= ×
This n plane normal should be normalized, simply 

dividing by its length:
= | |

Using the t1 and t2 axis endpoints of the airplane, the axis 
vector can be expressed:

=
and normalizing it, we get the normalized airplane axis 

vector:
= | |

We could project this normalized airplane axis vector to 
the plane defined by the base plate, and we get the f vector, 
what is on the plane and defines the forward direction.

= ( )
where we use the dot product of vectors.

The cross product of the normalized vector and the plane 
normal vector is perpendicular to both of them:

= ×
We need a rotational matrix, that transforms any vector to the 
newly defined coordinate system. This matrix would 
transform the , and vectors to the base vectors of the 
newly defined coordinate system:

1 0 0
0 1 0
0 0 1

=

where matrix is simply the inverse of the right hand side 
matrix composed of the , and vectors.

V. OPERATION OF PROGRAM CODE

The program itself was created using Python language, as 
it is easy to program, extremely flexible and widespread 
nowadays.

Among the optional function libraries, we used numpy 
module for mathematical and linear algebra functions, while 
matplotlib module was used to plot the result.

The first step after calling the modules is to import the 
properly prepared coordinate file. Data lines should be Tab-
separated with ID, description, X, Y, Z order, where the 
description corresponds to the previously described 
abbreviations. The program automatically recognizes and 
handles the case when the IMU was measured with two 
points, and then fills a list with the data, which will be used 
in the coming steps.

In the next step, based on vectors AB and AC, the plane 
ABC is calculated, its normal vector, length and, based on 
these, its normal unit vector and the distance of the calculated 
plane from the origin.

This is followed by the calculation of a direction vector 
based on the axis points t1, t2, and then the determination of 
a vector in a plane, perpendicular to the axis.

After determining the length of the normal vector, we 
form a normal unit vector from it.

Based on the normal unit vector of the plane and the axis, 
we get the projection direction vector of the axis, from which, 
as a check, if we calculate its length, we should get units.

Using these three unit-vectors, we create the rotation 
matrix.

If we measured with a two-point IMU determination, the 
program calculates from two points, if we measured the type 
where only one is enough, we determine the IMU reference 
with a Z offset, and then perform the transformation to this 
point, to all measured elements, with the rotation matrix.

In the transformed system, we determine the camera focal 
points and the location of the center of mass of the 
hyperspectral sensor.



In the last step, using the top view diagram of the given 
airplane type (Figure 8), we draw the locations of the points 
proportionally, label them with a symbol key (Figure 9). In 
parallel with this print out the transformed coordinates of the 
points as a formatted character string on the screen (Figure 
7).

VI. SUMMARY AND POSSIBLE DEVELOPMENTS

It can be said about the completed program that, since it 
performs the previously manual, geometrically solved task 
with automatic calculation, it gives results much faster, 
provides an immediate visual control option, and can also 
consider aspects in the calculation that were not possible until 
now due to simplifications, therefore more accurate results 
are obtained.

In the future, we plan for the program to be able to handle, 
preferably automatically recognize, the different 
configurations in the two planes used by the company, and to 
be able to compare, based on previous measurements, which 
points' positions have changed to an extent that exceeds the 
expected measurement accuracy, thus helping the possible 
error detection.
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